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1 Introduction & Overview

1.1 What is Ethmon?

Ethmon is a real-time network monitoring tool developed by Alcatel-Lucent around the well-known Ethereal/Wireshark protocol analyzer. Ethmon will use a Wireshark network capture process and analyze the captured packets in real-time in order to detect critical network conditions.

1.2 Functional Principle

The Wireshark protocol analyzer is an application used to capture packets on a network and store these packets for later analysis. But Wireshark is not suitable for monitoring networks over long periods of time, since this will either use up very much disk space, or (when using the ring buffer option) will save traces for a very short time span only.

This is where Ethmon comes in. With Ethmon, the network traffic is analyzed in real-time, in order to detect if a certain user defined condition (“alarm condition”) is met that requires the traces of a specific time period to be stored. All other traces are erased again in order to free up disk space.

The following figure illustrates this principle:








During the capture process, files are continuously written to the hard disk (file 1, file 2, ...). Normally all these files will be erased again after some time. But if at some point in time T0 an alarm condition is met (red), then the files spanning the user defined time range from T0-TB to T0+TA will not be deleted.

1.3 Alarm Conditions

The alarm conditions that define if files should be stored or erased could possibly be anything that can be programmatically analyzed from inspecting the captured packets. There are currently a certain number of analysis modules in Ethmon that provide alarm conditions for the most important VoIP troubleshooting tasks, such as broadcast monitoring, RTP analysis and UA signaling supervision. But additional modules can be incorporated easily.

The modules are described in detail in their corresponding sections in the following chapter.

2 Using Ethmon

In order to set up a network monitoring session with Ethmon, follow these steps:

1. Configure general monitoring parameters (cf. section 2.1)

2. Set up and configure alarm trigger conditions (cf. section 2.2)

3. Start the monitoring session and control the log output (cf. section 2.3)

2.1 Configuring General Parameters
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Folder for capture and log files (mandatory) : Enter or choose a folder on the hard disk where your capture files (temporary as well as final) will be stored. Only the files of a single monitoring session can reside in one folder. Choose different folders for successive monitoring sessions. Otherwise files from previous sessions will be erased (but you will be warned about that).

Save capture files after network incidents ... : Check the box if you want the capture files to be saved after an alarm condition has been met (this is the default behavior and should be done if you are interested in analyzing the capture files afterward).

Save at least TB seconds of network traffic BEFORE each incident.

Save at least TA seconds of network traffic AFTER each incident.

These correspond to the time interval that will be saved when a network incident (alarm trigger condition) has been detected (see Functional Principle).

Send a report every N hours (optional): Ethmon can send a summary report by email using a SMTP server. Select here if and how often this report will be sent.

If you use this option, you must configure the SMTP server settings in the Mail Server Settings dialog box:
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Enter the required parameters here.

Stop session after N hours. (optional)

Stop session after N kilobytes of saved capture files. (optional)
Set the condition on which you want Ethmon to stop the monitoring session. If no condition is defined, Ethmon will never stop automatically. Of course you can stop it manually at any time.

Size of capture files (mandatory): Put here the size of the intermediate and saved files in kilobytes, that will be written while the monitoring session is in progress.

As a rule of thumb, a file size of 1000 kilobytes (1 Mb) will hold the equivalent of 8 seconds of captured data on a link with 1 Mbits/s throughput.

Capture interface (mandatory): Specify the capture interface (network interface card) that will be used for capturing packets. The drop-down list lists all available capture interfaces of the system.

Capture filter (optional): You may specify a capture filter, in order to let pass through only the packets you are interested in. This can save CPU resources. But be aware that any packet that does not pass the filter will not be saved to the capture files either, and thus will not be available for post-analysis.

The syntax for specifying capture filters is the same as used for WinPcap in Wireshark. (See http://www.ethereal.com/docs/eug_html_chunked/ChCapCaptureFilterSection.html)

2.2 Setting Up Alarm Trigger Conditions

Alarm trigger conditions are set up on individual tabs, one for each supported type of alarm condition:

2.2.1 Broadcast Analysis

This module serves to monitor the total broadcast traffic on the supervised link. A threshold can be defined, beyond which alarms will be generated.
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Enable Broadcast Analysis : Check the box to activate the module.

Trigger an alarm whenever total broadcast traffic exceeds N bytes/s :

An alarm will be generated, whenever the mean total broadcast traffic (every packet with ethernet destination MAC address = FF:FF:FF:FF:FF:FF) over the last second exceeds the value N. The alarm condition will remain active until the traffic descends below this threshold again.

2.2.2 UDP Link Analysis

This module serves to supervise UDP signaling links (like for example Universal Alcatel (UA) over UDP) between different devices. It can be used for any link using a keep alive mechanism in order to detect link failures. Ethmon can be used to detect such link failures by supervising the UDP signaling exchange.
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Enable UDP Link Analysis : Check the box to activate the module.

Trigger an alarm whenever an UDP channel is idle for more than N seconds.

Set here the time after which an alarm will be generated, if for any UDP channel no more packets have been exchanged on the link.

As for a working link, packets are exchanged at regular intervals, a link failure will be detected if the value set is higher than the keepalive interval.

Supervise links to or from the following UDP ports (0 for unused):

Here is where you specify the port numbers used during the supervision.

Any UDP packets going to or coming from any of the given port numbers will be supervised.

2.2.3 RTP Analysis

This module is used in order to analyze the quality of RTP voice media streams.
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Enable RTP Analysis : Check the box to activate the module.

If activated, the module automatically detects and supervises all RTP streams that are captured on the interface. An RTP stream is identified by its source and destination addresses and ports and its SSRC. For each packet of the stream, packet ordering, interarrival time differences and jitter can be monitored:

Trigger an alarm whenever there are more than N lost or out of order packets per second.

If the box is checked, the module analyses the packet sequence numbers, and if sequence numbers are missing or in wrong order for more than N packets during the last second, an alarm is generated.

Trigger an alarm whenever interarrival delay exceeds N ms.

If the box is checked, the module analyses the packet arrival times and generates an alarm if the arrival times of successive packets are more than N milliseconds apart.

Trigger an alarm whenever interarrival jitter exceeds N ms.

If the box is checked, the module analyses the packet interarrival jitter according to the formula of the RTP/RTCP RFC. If the jitter exceeds N milliseconds, an alarm is generated. 

2.3 Running the monitoring session

2.3.1 Starting the session

Once you have defined all general parameters and alarm trigger conditions, start the monitoring session by pressing the Start button.

Once the session has started, the application switches to the Log tab where you will see a summary of your monitoring set up. The left LED will turn green in order to indicate that a monitoring session is in progress.

Check that a capture file has been created in the folder you specified and starts growing in size. This means that the capture process is working fine.

If everything works fine, your monitoring session is now running and alarms will be generated when the corresponding condition is met. 

If not, press the Stop button, rectify your settings, then start again.

2.3.2 Analyzing generated alarms

Whenever an alarm is generated, the right LED will blink red (for the time for which the capture files are saved).  In addition to keeping the corresponding capture files, a line is added to the log file describing the alarm and saving the time and capture file location of where the event happened for later analysis.

The log file is a text file named log.txt that is stored in the same folder as the capture files.

Here is an example of a log file entry:

2007-04-27, 10:54:37 : #### ALARM: High broadcast traffic

431 bytes/s, 4 packets/s.

cap001_00002_20070427105425.pcap, frame 164 (63), 10:54:37.234.
Here, 2007-04-27, 10:54:37 defines the date and time the event occurred, “High broadcast traffic” is the type of the event. The following line shows details of the event (here: broadcast traffic was 431 bytes/s, 4 packets/s). cap001_00002_20070427105425.pcap is the name of the capture file that contains the event, 63 is the frame number relative to that file where the event occured.

Note: Pressing the Alarm! button generates an alarm manually. By this means a user can trigger an alarm whenever he thinks that a noteworthy event occurred on the network.

Note: Pressing the Send Report button forces generation and sending of a report by email.

2.3.3 Stopping the session

The monitoring session stops, when either one of the stop conditions is met or when you press the Stop button. The capture process will be shut down and final statistics will be written to the log file.

You can start the session again, but you will be warned that existing capture and log files will be overwritten. If you want to keep them, specify a different folder location on the General Parameters tab, then run again.

3 Using the tshark command line utility to analyze files offline

Note: tshark.exe is also included with the normal Wireshark release. But the tshark from Ethmon is a modified version. The following applies to Ethmon’s modified tshark only.

Ethmon internally uses the tshark process to capture files and detect alarm conditions. This can also be done offline, on a previously captured file, by using tshark directly from the command line.

Use the following command line syntax:

tshark -q –r <capture-file> -z <module+options>

Where 

<capture-file> is the capture file you have previously captured with Wireshark or a similar capture program.

<module> is one of the special analysis options Ethmon’s tshark provides:

Broadcast Analysis:

-z mon_broadcast,<type>,<rate>,<dead_time>

  type:      0: <rate> is in bytes/s, 1: <rate> is in packets/s.

  rate:      Threshold for broadcast traffic in bytes/s or packets/s.

  dead_time: Minimum delay between two alarms (in seconds).

UDP Link Analysis:

-z mon_link,<timeout>,<port1>,<port2>,<port3>,<port4>

  timeout: Timeout (seconds) for detecting link failures.

  portN:   UDP ports that define signaling links. (0=not used)

RTP Analysis:

-z mon_rtp,<lost_limit>,<delta_limit>,<jitter_limit>,<dead_time>

  lost_limit:   threshold for sequence number problems per second.

  delta_limit:  interarrival delta threshold (milliseconds).

  jitter_limit: interarrival jitter threshold (milliseconds).

  dead_time:    dead time (seconds) between successive alarms for same conv.

Different modules can be combined. Put a separate –z option for each in this case.

Tshark will scan through the file and print information to the console whenever it has detected alarm conditions.

4 Miscellaneous

4.1 Troubleshooting tips

This section describes common use cases for Ethmon along with tips to set up the tool for troubleshooting VoIP and connection issues.

4.1.1 General tips

Generally speaking, connect Ethmon to the place that is closed to where you expect to be the source of the problem. For example in the case of link failure problems, connect Ethmon to the endpoints of the signaling links.

4.1.2 Using Ethmon remotely

As a common use case for Ethmon is to have the tool running on a PC connected somewhere on a distant site, think of the means to get back the capture files remotely. A good idea is to have a FTP server installed on the PC and let Ethmon output the files to a folder that is shared by the FTP server.

Have a VNC or similar remote control server installed on the PC running Ethmon.

As with every ethernet capture operation, your PC must either be on a hub connected to the segment being observed or behind a mirrored port of a manageable switch. The latter case is preferred. Note that in order to access your PC remotely, the mirroring port must have egress enabled, at least during the time you do the remote access.

4.1.3 Tracking down UA equipment resets (IP phones, GD/INTIP interface cards)

Install an Ethmon box at both endpoints of the signaling link. Set the UDP channel idle time to the sum of UDP_KEEPALIVE+UDP_LOST for the corresponding device.

4.2 Known bugs and limitations

4.2.1 Observable bandwidth limitations

As with every network capture tool running on Windows, Ethmon is limited in bandwidth terms, even on powerful system configurations. As a rule of thumb, everything under 10 Mbits/s on the supervised link is ok, while there might be a risk of loosing packets when the throughput significantly exceeds this limit.

In order to have the maximum CPU power available, it is recommended to close all other applications while running a session.

4.2.2 Memory limitations

As the capture process is leaking memory, it is periodically relaunched (every 24 hours by default). During the switch over time, some packets will get lost and alarm trigger conditions happening during this time will not be detected.

4.3 How to view the version information

In order to view the version information, open the application system menu (left click on the application window icon or right click on the title bar) and select About ethmon...
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